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Natural Language Processing

2

Process and analyze natural language data to enhance communications



NLP can Translate Text

3

3
Translate webpages 

 or even images!!
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NLP can Chat with You
Conversational agents: 

• Speech recognition 

• Language analysis 

• Dialogue processing 

• Information retrieval 

• Text to speech



Recent Advances driven by Pre-trained Language Models (PLM)

5https://lifearchitect.ai/models/ 

https://lifearchitect.ai/models/


PLMs can Answer our Questions

Retrieved Jan. 25, 2022
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LLMs can be prompted with language instructions

• ChatGPT may save our 
time on text editing.
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What makes pertained LLM so powerful?
• Pre-training on massive raw texts (and even images) in 100+ languages

- BERT, GPT-4, PaLM, T5, LLaMA, … 
• Fine-tuning on language instructions with supervised learning or RL with 

human feedback
- ChatGPT, Bard, FlanT5, Alpaca, …

8

corpus Corpus

Small text corpus Large multi-modal  
multilingual corpus

LLM



What Can we Do w/ LMs?
• Score sentences, e.g., :P(X = "Jane went to the store")

• Generate sentences:

while didn’t choose end-of-sentence symbol, i.e., [EOS]: 
   calculate probability  
   sample a new word from the probability distribution

P(Next Word |Context)

Jane went to the store . → high 
store to Jane went the . → low
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• Learning meaningful language embeddings



LLM Prompting: One generative model for ALL
• Convert all NLP tasks into a autoregressive generative task. 

• Append an instruction (e.g., “translate English to German”) before the real input sentence.

10
[R+, JMLR 2020] Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer



But, is PLM alone sufficient for 
generative reasoning?

• Internal v.s. External Knowledge: PLM’s internal knowledge may be 
outdated, and external knowledge is more up-to-date. 

• Structured v.s. Unstructured Data: Informations can be better 
represented in a structured graph than in unstructured raw text 

• Single-Modality v.s. Multi-Modality: Other modality provides extra 
information in addition to PLM’s embedded knowledge
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Augmented PLMs for Generative Reasoning

• Multimodal PLMs via prompt 
retrieval
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LLM
GNN  

(learnable)

Structured CoT Tuning

 [Q]  [C]  c1:n

<latexit sha1_base64="L49YBOs65c2yyGyFjnt42QE9Dbs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkongqevFYwX5AG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWarN+5t2oab9ccavuHGSVeDmpQI5Gv/zVG8QsjbhCJqkxXc9N0M+oRsEkn5Z6qeEJZWM65F1LFY248bP5uVNyZpUBCWNtSyGZq78nMhoZM4kC2xlRHJllbyb+53VTDK/9TKgkRa7YYlGYSoIxmf1OBkJzhnJiCWVa2FsJG1FNGdqESjYEb/nlVdK6qHq16uVDrVK/zeMowgmcwjl4cAV1uIcGNIHBGJ7hFd6cxHlx3p2PRWvByWeO4Q+czx/+/Y9b</latexit>

• Structure-augmented PLMs via 
graph reasoning

[OH, ACL 2023 Findings] [RSH, ACL 2023]



Multimodal PLMs for  
Generative Visual Question Answering
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Retrieval-augmented LMs
• KNN LMs: Use k-nearest neighbor search to find similar context for next word prediction 

• Example: 

Obama’s birthplace is ________

14Khandelwal et al. ICLR 2020. Generalization through memorization: nearest neighbor language models

Retrieval 
Text Set



KNN-LM Example
• Rapid Adaptation: it’s easy to replace the retrieval set for other domains 

of texts without further fine-tuning LMs 
• However, it’s hard to balance between KNN outputs and LM outputs by  
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Research Questions

• Can we extend this to multimodality, e.g., visual QA tasks?  

• Can we leverage retrievals for rapid adaptation to low-resourced 
domains, e.g., medicine? 

• Can we let LMs automatically learn to balance the KNN and LM outputs? 
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Multimodal Prompt Retrieval (MPR)
• Goal: Adaptation to a new, similar VQA domain at test time 
• Data setting: Train a VQA model on a source dataset, and adapt to a 

target dataset w/o fine-tuning at test time

17Ossowski, Hu. ACL 2023 Findings. Multimodal Prompt Retrieval for Generative Visual Question Answering



MPR Overview
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Construct a multimodal retrieval set
• Each image-question pair is encoded with a CLIP model and added to 

the retrieval set along with its corresponding answer
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Multimodal Embedding Retrieval
• Given a question on an image, embed them and find the Top-K 

related examples in the retrieval set
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Retrieval Prompt Construction
• We use a prompt template to construct the prompt based on the 

retrieved examples:
•
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I believe the answer is {quantifier} {answer} 

The quantifier is filled in based on the 
proportion of the most frequent answer



Retrieval Prompt Construction
• We use a prompt template to construct the prompt based on the 

retrieved examples:
•
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The quantifier helps learn how much 
to rely on parametric vs non-
parametric info during training  

(controlled by 𝜆 in KNN LMs)



Prompt Construction & Encoding
• Feed the image, question and retrieval output as a prompt to the model for encoding 
• Use a T5 decoder to generate the answer
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Baseline
• Replace the T5 decoder with a linear layer to predict a fixed set of answers
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Datasets
• Two medical VQA datasets used as the source-target domain pairs
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Domain Adaptation Setting

1. In-context prediction: Model is frozen when testing on target data 

2. Further fine-tuning: Model is further fine-tuned w/ extra target data  

For all evaluation settings, the retrieval set comes from the corresponding 
training dataset unless otherwise specified.
4.
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Domain Adaptation Performance
• Using retrieval greatly improves performance 

• Using a domain-adapted vision encoder helps
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Further Fine-tuning v.s. In-Context Prediction
• Takeaway: Fine-tuning encourages forgetting. In-context prediction 

maintains stable performance
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Further Fine-tuning v.s. In-Context Prediction
• Takeaway: Benefit from in-context prediction is orthogonal to 

benefit from fine-tuning



Structured-Augmented 
PLMs for Multi-hop QA
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Single-hop QA
• Answers can be extracted directly from one single text sequence 

• Example: How many episodes in season 2 breaking bad?
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Multi-hop QA
• Answers can be derived after reading multiple text pieces
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HotpotQA (2 hops) MuSiQue (2,3,4 hops)



Fusion in Decoder (FiD) 
• Retrieve text passages given a question 

• Encode each passage (with the question) separately, concatenate them for decoding
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Retriever + Generator Architecture

Detailed Implementations

Izacard and Grave. EACL 2021. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering



PathFiD
• Predict not only the final answer but also the reasoning path

34
Yavuz et al. ACL 2022. Modeling Multi-hop Question Answering as Single Sequence Prediction



Disconnected Reasoning Path
• The predicted reasoning path may not be connected!
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C1: The iconic, avant-garde score to the film "Alien" 
       was composed by Jerry Goldsmith ….
C2: Alien is a 1979 science-fiction horror film directed by Ridley Scott …
C2: Dan O'Bannon, …, wrote the screenplay from 
       a story he co-authored with Ronald Shusett.
C3: Shusett was executive producer.

Q: Who is the executive producer of the film that has a score composed by Jerry Goldsmith?

Unstructured Texts  c1:n

<latexit sha1_base64="L49YBOs65c2yyGyFjnt42QE9Dbs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkongqevFYwX5AG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWarN+5t2oab9ccavuHGSVeDmpQI5Gv/zVG8QsjbhCJqkxXc9N0M+oRsEkn5Z6qeEJZWM65F1LFY248bP5uVNyZpUBCWNtSyGZq78nMhoZM4kC2xlRHJllbyb+53VTDK/9TKgkRa7YYlGYSoIxmf1OBkJzhnJiCWVa2FsJG1FNGdqESjYEb/nlVdK6qHq16uVDrVK/zeMowgmcwjl4cAV1uIcGNIHBGJ7hFd6cxHlx3p2PRWvByWeO4Q+czx/+/Y9b</latexit>

PathFiD: L.A. Confidentail -> … -> Lionheart (1987 film) -> … -> Steven Spiel

No direct relation link between the two text spans in the context passages

Incorrect final answer



SeqGraph: Integrating structures to prompt LLMs

• Given a text query , we have access to a search engine to retrieve a set of  
related text passages  and an entity graph  constructed 
from the retrieved unstructured texts. We aim to use a LLM to estimate:

36
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Structured Graph 

Reasoning probability Answer probability

[Ramesh, Sreedhar, Hu. ACL 2023] Single Sequence Prediction over Reasoning Graphs for Multi-hop QA



SeqGraph Workflow

37



SeqGraph: Integrating structures to prompt LLMs

• Given a text query , we have access to a search engine to retrieve a set of  
related text passages  and an entity graph  constructed 
from the retrieved unstructured texts. We aim to use a LLM to estimate:

38

C1: The iconic, avant-garde score to the film "Alien" 
       was composed by Jerry Goldsmith ….
C2: Alien is a 1979 science-fiction horror film directed by Ridley Scott …
C2: Dan O'Bannon, …, wrote the screenplay from 
       a story he co-authored with Ronald Shusett.
C3: Shusett was executive producer.

Q: Who is the executive producer of the film that has a score composed by Jerry Goldsmith?

Unstructured Texts  c1:n

<latexit sha1_base64="L49YBOs65c2yyGyFjnt42QE9Dbs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkongqevFYwX5AG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWarN+5t2oab9ccavuHGSVeDmpQI5Gv/zVG8QsjbhCJqkxXc9N0M+oRsEkn5Z6qeEJZWM65F1LFY248bP5uVNyZpUBCWNtSyGZq78nMhoZM4kC2xlRHJllbyb+53VTDK/9TKgkRa7YYlGYSoIxmf1OBkJzhnJiCWVa2FsJG1FNGdqESjYEb/nlVdK6qHq16uVDrVK/zeMowgmcwjl4cAV1uIcGNIHBGJ7hFd6cxHlx3p2PRWvByWeO4Q+czx/+/Y9b</latexit>

Structured Graph 

Reasoning probability Answer probability

[RSH, ACL 2023] Single Sequence Prediction over Reasoning Graphs for Multi-hop QA



• Different from existing CoT prompting strategies, we apply structures to prompt LLM

39

SeqGraph: Integrating structures to prompt LLMs

LLM
GNN  

(learnable)

Structured CoT Tuning
 [Q]  [C]  c1:n

<latexit sha1_base64="L49YBOs65c2yyGyFjnt42QE9Dbs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkongqevFYwX5AG8pmu2mXbjZhdyKU0B/hxYMiXv093vw3btsctPXBwOO9GWbmBYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWarN+5t2oab9ccavuHGSVeDmpQI5Gv/zVG8QsjbhCJqkxXc9N0M+oRsEkn5Z6qeEJZWM65F1LFY248bP5uVNyZpUBCWNtSyGZq78nMhoZM4kC2xlRHJllbyb+53VTDK/9TKgkRa7YYlGYSoIxmf1OBkJzhnJiCWVa2FsJG1FNGdqESjYEb/nlVdK6qHq16uVDrVK/zeMowgmcwjl4cAV1uIcGNIHBGJ7hFd6cxHlx3p2PRWvByWeO4Q+czx/+/Y9b</latexit>

• Use a graph neural network to encode neural symbolic representations which are easily 
integrated with distributed language representations in large language models


• Then estimate: 

• Maximum likelihood estimation:



Fusion of Text and Graph Representations
• Concatenate a question with each retrieved context passage and its title

40

• Construct a graph of entity-title links from retrieved passages, and then embed 
text and graph

• Representation fusion and further encoding

• Feed all context passages to a T5 decoder for predicting a reasoning path and a 
final answer



Multi-step Reasoning with and without Structures
• Evaluate on two multi-step reasoning QA datasets


• Obtain state-of-the-art performance on the Musique dataset

41

• Take-away: structured contexts (encoded by a graph neural network) 
improved the multi-step reasoning process



Ongoing Research 
Directions

42



LLMs are powerful, but new challenges arise
• Representation learning under the parameter-efficient learning framework 

where only a small additional prompt parameters  are updated.


• Prompt engineering requires huge human efforts. Can we automate this 
process?


• Theoretical understanding of in-context learning: How can LLMs learn from in-
context examples? What’s the sample complexity for LLMs to learn from few-
shot demonstrations?
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Thanks! QA
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Key take-away:


• LLMs as a generative model can be augmented with external multimodal 
data and structures


• More information can be found in my website: https://junjiehu.github.io/ 

https://junjiehu.github.io/

